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INTRODUCTION 

The linear least- squares prediction approach has 
recently been applied by Royall [1976] in two - 
stage sampling from finite populations. Royall 
develops alternative estimators and their vari- 
ances for the finite population total and com- 
pares them under various situations. This paper 
considers a special case of the super -population 
model assumed by Royall and discusses a technique 
for the unbiased estimation of variance and con- 
struction of an exact confidence interval on the 
finite population total. 

THE MODEL FOR TWO -STAGE SAMPLING 

A finite population of K elements is separated 
N 

into N clusters of size Mi where Mi = K. 
i =1 

Letting yi denote the value associated with 
the j element in cluster i, the model des- 
cribing the super -population from which the K 
elements are assumed to have been selected is 

(1) 

where the are normal random variables with 
mean zero ana 

E(nij 
= T2 + i = k, j k, 

T2 

= 0 , 

i = k, j 

i#k. (2) 

This two -stage model has previously been used by 
Fuller [1973] to estimate parameters of the super - 
population. It is also a special case of the 
model used by Royall [1976] and Scott and Smith 
[1969] in which the variance of yij is constant 
for all i. Royall also uses this simplified 
model when comparing alternative estimators for 
the population total and when considering effi- 
cient sample designs. 

The methodology used by Royall [1976] in esti- 
mating the finite population total involves 
selecting a random sample s of n clusters, and 
from the elements in each of the sampled 
clusters selecting a random sample si of size mi. 
The finite population total is then partitioned 
into the sum of sampled elements, the sum of 
non -sampled elements from sampled clusters, and 
the sum of non -sampled elements from non -sampled 
clusters. The sum of the non -sampled elements 
is then estimated using the combined knowledge 
of s and the assumed super -population model. 
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One of the estimators for the population total, 
N M 

T = E yij, suggested by Royall is 
i j 

TH = E y. + E -m)Y 
its iss 

+ E /k) Mi 
its is 

where = E yij iss, 

and k = mi. 

iss 

(3) 

(4) 

This estimator will be used to illustrate a new 
technique which constructs an exact confidence 
interval on T. Under the super -population model 
assumed in (1), the variance of (TH - T) is 

V(TH 
-T) T2 E E 

its ils its 

k2 

+ a2 E Mi 2 + (5) 

iss kiss 

k 

A comment should be made about the preceding 
results and those to follow in this section. 
When clusters are of unequal size, even though 
M1,...,MN are fixed and assumed known, in a 

strict probabilistic sense the M1,...,Mn corre- 

sponding to the sampled clusters are really 
random variables whose realization depends upon 
which clusters are sampled. Hence, the argu- 
ments used above and those to follow are really 
conditional arguments for given values of M1,..., 

ñ. However, since the unbiasedness of and 

the confidence level of the corresponding con- 
fidence interval will not depend upon the values 
of these properties will also apply 

in an unconditional sense. 

The problems of estimating a linear combination 
of variance components such as V(TH - T) for 

the unbalanced case are well known and the inter- 
ested reader is referred to Searle [1971] for a 

complete discussion. However, new results due 
to Burdick and Sielken [1977] can be used to 
construct an exact confidence interval on T. The 

method considers the random variable = c1yi + 

c2idi for its, where di -0, 



c3i = E and the cl, c2i's, and 

c3i's are constants. Under model (1), V(Ui) 

+ (c2i2 + 
c12 /mi) 02. Thus, with 

c12 E (6) 
ies 

M 
i 

and 
2i c3i = 

1 
mi 

the Ui's are 

N(clu, V(TH - 

and b denote 

then E (Ui 

ita 

= (1 /b) E 

ita 

V(TH - T) is 

Mi)2 + K 1 

k 

(7) 

independent identically distributed 

T)). Letting a = 
c3i > 

0} 

the number of elements in set a, 

- U)2 /V(TH - T) X2 (b -1) 
where 

U1. An unbiased estimator for 

therefore 

= E (Ui U)2. 

ita 
For the special case where all mi m, b = n. 

(8) 

Burdick [1976] has shown that when = M and 

mi = m for all i, (TH - T) is independent of 

(b -1) /V(TH T). Thus, since (TH T) 

N(0,V(TH -T)) and (b -1) vH /V(TH 
- 

T) 
X2(b -1)' 

it follows that in this case T)//7.771. will 

have an exact t- distribution with (b -1) degrees 

of freedom and that an exact 100(1 - confi- 
dence interval on T is 

t6/2; b -1 
(9) 

It should be noted that (9) is an exact confi- 

dence interval for any choice of as long as 

E = 0 and equations (6) and (7) are 

satisfied for all i. Since the length of the 
confidence interval is determined by the value of, it would seem to be important to mini- 

mize this quantity when selecting the kij. How- 

ever, since the distribution of vH does not 

depend on any convenient set of may be 
used. 

For example, if m is even, let 

= -1, j = 

= +1, j = + 1,..., m, (10) 

and,if m is odd, let 

-1, 1,..., 2 , 

+1, j 

2 ' 
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for all i. As discussed by Burdick and Sielken 
[1977], these values represent a good choice 
with respect to the robustness of the confidence 
interval to model breakdown. 

In the more general case where either all of the 
M.'s or all of the m.'s are hot equal - T) 

is not. necessarily independent of and the 

confidence interVai given by (9)- is only approx- 
imate. Furthermore, when all of the m.'s are 

not equal it is possible that b < n. This 
implies that some of the observations used in 
Calculating TH would be ignored in the calcula- 

tion of This weakness can sometimes be 

avoided by using a "pooling" procedure to esti- 
mate v as suggested by Burdick and Sielken 
[1977]. 

FOOTNOTES 

work was done at Texas A&M and supported 
by a grant from the Army Research Office, con- 
tract number DAHC04- 74- C0018. 
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